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Abstract—Elastic optical networks (EONs) have emerged as
attractive candidates to satisfy the dramatic growth of demand
in 5G and cloud applications. EONs promise to provide high
spectrum utilization due to flexibility in resource assignment.
In translucent EONs, the spectrum efficiency can be further
improved by deploying regenerators. Because of their extremely
high flexibility, developing efficient mechanisms and strategies
to ensure the survivability of translucent EONs is a challenging
problem. In this paper, we consider disaster mitigation in translu-
cent EONs. We propose a new approach to disaster management
by introducing the concept of mitigation zone, which identifies
a region surrounding the disaster zone wherein lightpaths may
be reconfigured with degraded service (with a penalty) in order
to improve overall performance. We formulate an integer linear
program (ILP) to minimize the penalty due to service degrada-
tion after a disaster, and present a heuristic algorithm named
Disaster Management Algorithm with Mitigation Awareness and
3R regenerators (DRAMA+). Simulation results demonstrate
that the proposed algorithms have a better performance in terms
of total penalty and blocking ratio than conventional disaster
recovery algorithms.

Index Terms—Survivability, disaster management, mitigation,
degraded service.

I. INTRODUCTION

ELASTIC optical networks (EONs) are considered as
attractive candidates for satisfying the dramatic growth

of network traffic because of their flexibility in resource
allocation and spectrum assignment [1]. EONs use a flex-
ible frequency grid of 6.25 GHz spacing and reduce the
bandwidth allocation level to Frequency Slot (FS), which
is 12.5 GHz wide [2], compared to traditional fixed-grid
wavelength division multiplexing (WDM) that uses a grid
of 25 or 50 GHz and allocates whole wavelengths to light-
paths. Further, the development of transceivers that support
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multiple modulation formats has made it possible to allocate
spectrum to services as needed with the highest spectral effi-
ciency [3]. Thus, the resource allocation issue has evolved
from the routing and wavelength assignment problem in tra-
ditional WDM networks into the routing, modulation, and
spectrum assignment problem with spectrum continuity and
spectrum contiguity in EONs [4], [5]. With the deployment
of 3R-regenerators (devices with re-amplification, reshaping,
and re-timing function), translucent EONs achieve high spec-
trum utilization due to the increase of reach and more flexible
spectrum assignment [6]–[8].

Survivability is an important aspect of optical networks.
Survivability strategies can be generally divided into either
protection or restoration [9]. Protection approaches aim to
reserve backup resources before a network failure happens,
while spare resources for recovery are identified after a failure
happens in the case of restoration [10], [11].

Disaster recovery is a special case of survivability [12].
Many survivability approaches are typically designed for
small-scale failures such as a single failure or the failure
of a small set of nodes and/or links [13]. However, in
disaster scenarios, such as earthquakes and hurricanes, the
network infrastructure may suffer widespread damage [11].
As the probability of disasters is rather small, protection
is not a cost-effective strategy as it may need significant
backup resources that are unlikely to ever be needed. In this
case, dynamic restoration is a better solution due to lower
redundancy [14], [15].

We note that while disaster management in optical networks
has been investigated for a number of years, its application
to EONs is relatively sparse. Further, to our knowledge, ours
is the first work to consider degraded service recovery for
translucent EONs. In translucent EONs, how to utilize the
availability of 3R-regenerators for better recovery after a dis-
aster happens is a challenge. In this paper, we propose a new
approach to disaster recovery; an earlier version of which was
first presented in [11]. Our approach is based on the intuition
that services that are far away from the disaster zone should
not be affected much (or at all) during the recovery process.

To this end, we introduced the idea of mitigation zone,
which is an area surrounding the disaster zone, in [11]. In [11],
we proposed that lightpaths inside the mitigation zone may be
recovered with degraded service (at the cost of a penalty),
whereas those outside the zone should not be degraded at all.

1932-4537 c© 2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: The George Washington University. Downloaded on October 18,2022 at 15:57:14 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0002-4855-2715
https://orcid.org/0000-0001-8928-6903
https://orcid.org/0000-0003-1501-5953


2588 IEEE TRANSACTIONS ON NETWORK AND SERVICE MANAGEMENT, VOL. 19, NO. 3, SEPTEMBER 2022

While we observed significant performance improvement over
traditional approaches that did not consider degraded recov-
ery or differentiate between various lightpaths, we also noted
that the surviving network may be very resource-constrained
causing many lightpaths outside the mitigation zone to not be
recovered at all.

This paper extends and improves upon our earlier work [11]
in several ways. First, we make the recovery process more flex-
ible by allowing all lightpaths to be recovered with degraded
service, but those outside the mitigation zone would suffer a
larger penalty than those inside the zone. Second, we consider
translucent EONs in this work, thus generalizing the recovery
algorithm in [11] that was restricted to transparent networks.
Third, an Integer Linear Program (ILP) is formulated to mini-
mize the penalty for small problem instances, and an enhanced
heuristic algorithm, named Disaster Recovery Algorithm with
Mitigation Awareness (DRAMA+), is designed for more real-
istic problem instances. Fourth, multiple penalty functions
are proposed to fairly measure the cost of recovery with
degradation and fully test the heuristic algorithm. Finally, we
present extensive simulation results to show that our proposed
approach has better performance than conventional recovery
methods.

The paper is organized as follows. Related work is sum-
marized in Section II. The disaster recovery problem and
penalty functions are presented in Section III. The ILP is
formulated in Section IV. This is followed by our heuris-
tic algorithm DRAMA+ in Section V. Extensive simulation
results are presented and analyzed in Section VI, and the paper
is concluded in Section VII.

II. RELATED WORK

Because of the drastic impact of failures, survivability in
general and disaster recovery in particular have been studied
extensively. Here, we briefly review the related work on surviv-
ability and disaster recovery in optical networks. Survivability
strategies can be generally divided into protection and restora-
tion. In protection, backup paths of the traffic are determined in
advance for planned failure scenarios. Protection and restora-
tion from small-scale failures in optical networks have been
researched extensively over decades [16]–[19].

However, protection is not suitable for disaster recovery
due to its low efficiency. Moreover, recovery strategies for
small-scale failures may not be directly applicable for disas-
ter recovery. Disaster recovery in optical networks has been
explored much less, and we summarize the existing literature
below.

In [20], a joint progressive recovery algorithm for a WDM
network with datacenters is proposed to recover the network
nodes and datacenters after large-scale disasters. In [21], dis-
aster management is formulated as a repairman scheduling
problem. This work focuses on how to physically repair the
damaged network infrastructure. A mixed integer linear pro-
gram (MILP) and three heuristic algorithms are proposed to
find the repair schedules and restoration order of failed compo-
nents. These two papers investigate the disaster management

problem in terms of network repair as opposed to the recovery
of lightpaths.

In [22], the disaster survivability problem is addressed
through an architecture of a bandwidth-variable wavelength
cross-connect. In [23], the authors propose a node architec-
ture with optical packet/circuit hybrid switching to mitigate
congestion after disaster. A multi-vendor interconnection and
a hierarchical addressing technique are presented for quick
recovery. That paper focuses on the hardware design for
disaster management.

The following papers focus directly on the recovery of
the network after a disaster. In [12], a network component
recovery algorithm is proposed to maximize the routed traf-
fic demand after disaster. An MILP and a heuristic algorithm
are designed. In [14], a heuristic traffic recovery algorithm is
proposed with genetic operator for EONs, where the genetic
operator is used to optimize the serving order for failed
services. The feasible ordering configurations are generated
iteratively and solutions that increase the network recov-
ery capability are retained. In [15], a capacity-constrained
maximally spatial disjoint lightpath algorithm is proposed
for EONs. This algorithm computes alternate least loaded
lightpaths for disrupted primary lightpaths using capacity-
constrained shortest lightpaths. In [24], the rerouting and traffic
flooding problems after disaster in a WDM network are inves-
tigated. In [25], an efficient algorithm based on dynamic
programming is proposed to add new links and recover from
the failure. However, this work is for general networks and
does not consider specific characteristics of EONs. In [26], a
probabilistic risk model to analyze the loss/penalty is presented
first. Later, a proactive solution for disaster protection is
proposed, while a reactive solution is also designed, where
disrupted connections and connections under the risk of cor-
related cascading failures are reprovisioned. However, that
work is designed for WDM networks without consideration
of EONs. In [27], a network protection approach against dis-
asters is designed for WDM optical networks with datacenters.
That work allows for recovery with degraded service, but the
degradation level is fixed.

III. MOTIVATION AND PROBLEM STATEMENT

A. Motivation

When a disaster happens, a part of the network is disabled,
thereby disrupting some traffic by either damaging the source
or destination of the traffic or by damaging one or more com-
ponents along the traffic’s route. The former traffic is not
recoverable of course, but the latter traffic may be recovered
by re-assigning resources on the surviving network, which is
capacity-limited due to several component failures. In this sce-
nario, it may be more desirable to recover more traffic at a
reduced level of service as opposed to recover some traffic
at their pre-disaster level of service and completely drop the
other traffic.

The idea of providing degraded service through grooming
has been explored before for WDM networks in [28], [29].
While the concept of degraded service recovery has merit,
we also note that the network operator must have control over
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which lightpaths can be degraded and to what extent. Intuition
would suggest that degraded service may be more acceptable
physically near the disaster than far away from the disaster.
As an analogy, it is usual for a government to provide sup-
ply assistance to a disaster area from nearby areas than from
farther areas. Accordingly, we introduced the concept of miti-
gation zone in [11]. The mitigation zone is an area surrounding
the disaster zone within which any service1 may be re-assigned
resources and degraded in the disaster recovery process with
a relatively low penalty. Services outside the mitigation zone,
on the other hand, may be degraded during recovery but this
incurs a higher penalty. The network operator may adjust the
mitigation zone as needed. For example, if the mitigation zone
is the same as the disaster zone, then there is a steep penalty
for degrading any service. On the other hand, if the mitiga-
tion zone is the entire network (excluding the disaster zone),
then all services may be degraded without any distinction in
incurred penalty, giving the network operator the most flexi-
bility in recovery. Depending on how service level agreements
(SLAs) are structured, the operator might define a mitigation
zone which is in between these two extremes. We note that our
approach is simply one way of selecting differential degraded
service candidates; alternatively, one may simply have a list
of services, each of which has a specified penalty for each
degradation level. Our work can be easily adapted to such a
situation.

B. The Disaster Recovery Problem

1) Network and Traffic Model: The disaster recovery
problem is defined as follows. Consider a network G(N, E)
with 3R-regenerators, where N denotes the node set and E
denotes the link set. On each link e, there is a pair of
oppositely-directed fibers. We assume that, before the disaster
happens, a set of LPs L exists in the network. Each LP is
denoted as l(s, d, w), where s represents the source node, d
represents the destination node, and w represents the lightpath
(LP) data rate. Assume there are several modulation formats
with different spectrum efficiencies and distance limitations.
Given the locations of 3R-regenerators, we assume that the
3R-regenerators at a node are available for all LPs passing
through that node. We assume that a 3R-regenerator can be
used to perform spectrum conversion, as well as extend the
LP transmission distance and/or increase the modulation level.

Consider a circular disaster zone D(Cd ,Rd ), where Cd rep-
resents the center and Rd represents the radius. We assume
that any node that lies in the disaster zone and any link with
either end node in the disaster zone is failed due to the dis-
aster. If either source node or destination node is failed after
the disaster, the LP is considered as unrecoverable. Further,
if there is no possible path from an LP’s source node to its
destination node, then the LP is unrecoverable as well.

The mitigation zone M (Cm ,Rm ) is formed as the annulus
bounded by the circular region with the same center as disaster
Cm = Cd and radius Rd + Rm . The network excluding the
disaster and the mitigation zones is denoted as U.

1We use the terms service, traffic, and lightpath interchangeably in this
paper.

Fig. 1. Examples of LPs inside and outside the disaster and mitigation zones.

The network is thus covered by three disjoint zones: D, M,
and U. Every LP l ∈ L is considered be in one of the three
zones, determined by where their source/destination nodes lie.
If either the source node or the destination node lies in D,
then the LP is regarded as l ∈ D and is unrecoverable. For
all recoverable LPs, if either source or destination node lies
within M, then we say l ∈ M ; else, l ∈ U .

We explain these ideas with an example in Fig. 1. Here,
the center of the disaster and mitigation zones is node 7. The
disaster zone is shown as the red circle, while the mitigation
zone is shown as the green circle. Node 7, links 1-8, 4-11, 5-7
and 7-8 are disabled by the disaster, while nodes 5 and 8 are
inside the mitigation zone. Based on affected/unaffected situ-
ation and the three different zones, all the LPs can be divided
into 4 types and managed in different ways:

• If the LP is unrecoverable, the LP will be dropped without
recovery attempt. This case is shown as l4.

• If the LP (in M or U) is affected by the disaster , the
LP is recovered with a new path and FSs with possibly
degraded data rate. This case is shown as l3 and l5. Since
l5 ∈ M whereas l3 is not, l3 would cause a higher penalty
than l5 for the same level of degradation.

• If l ∈ M is not affected by the disaster, the LP may
be recovered with degraded service with a new path and
spectrum. l2 is an example of such an LP.

• If l ∈ U is not affected by the disaster, it may be recov-
ered with degradation and re-assigned spectrum on the
same path. An example of such an LP is l1.

2) Penalty Functions: When the data rate of an LP is
degraded, there is a penalty that is accrued due to violation of
the SLA. In this paper, we assume that each LP brings rev-
enue to the network and revenue is equal to the data rate of the
LP. There are two different non-decreasing penalty functions -
one for LPs within the mitigation zone and one for outside the
mitigation zone. P1(d) is used as the penalty function for the
LPs inside the mitigation zone. Here, the degradation factor
d is the percentage of the data rate degraded (the percentage
of reduction in the LP’s data rate). For the LPs outside the
mitigation zone, we consider four different penalty functions,
P2(d), P3(d), P4(d) and P5(d), to explore the performance
of our algorithm with respect to a variety of functions. P2(d),
P3(d) and P4(d) are used to represent sub-linear, linear and
super-linear functions respectively, whereas P5(d) represents
the case when a LP loses all its revenue when its service is
degraded by any amount. These penalty functions are given
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Fig. 2. Penalty functions.

by equations (1) to (5) and shown in Fig. 2.

P1(d) =
log(1− 0.9× d)

log(1− 0.9× 1)
(1)

P2(d) =
log(1− 0.8× d)

log(1− 0.8× 1)
(2)

P3(d) = d (3)

P4(d) =
log(10× d + 1)

log(10× 1 + 1)
(4)

P5(d) = 1, 0 < d ≤ 1. (5)

The penalty functions indicate the relationship between the
degradation factor and the percentage of the revenue lost. The
absolute value of the penalty is the value of the penalty func-
tion times the total revenue of the LP. For example, suppose
the original data rate of an affected LP that is inside the miti-
gation zone is 100 Gbps but the LP is recovered with 75 Gbps.
In this case, equation (1) is used and the value of the penalty
function corresponding to 25% data rate degradation is 0.11.
Therefore, the absolute penalty is 0.11 × 100 = 11. For the
no degradation case, the value of the penalty function is 0, so
there is no penalty at all. The value of the penalty function is 1
in the full degradation case (i.e., the LP is dropped). If an LP
is blocked/dropped during the recovery or re-assignment, all
the revenue is considered to be lost and the absolute penalty
is equal to the revenue.

As shown in Fig. 2, P1(d) < Pi (d), i = 2, 3, 4, 5, for a
given degradation factor d. This setting is based on the intu-
ition that users of services that are far away from the disaster
zone (i.e., l ∈ U .) do not want to be affected during the recov-
ery process, and therefore there is a higher penalty when their
service is degraded. The mitigation zone is designed as the
“help zone” to solve the capacity bottleneck problem in the
damaged network, so the LPs inside the mitigation zone are
charged a lower penalty.

The objective of the disaster management problem is to
recover the affected LPs and re-accommodate the unaf-
fected LPs, while minimizing the total penalty. The re-
accommodation of the unaffected LPs involves the adjustment
of the pre-disaster assignment of LPs in the damaged network.
The purpose of re-accommodation is to provide flexibility in

recovery, without which a large penalty would be incurred. By
utilizing this flexibility appropriately, LPs can be recovered or
re-assigned with a low total penalty.

This problem is extremely challenging as it involves find-
ing a recovery path and spectrum for LPs and selecting the
appropriate degradation factor for each LP. It is well known
that even the spectrum assignment problem is NP-hard in mesh
networks. In this work, we present an ILP and a heuristic algo-
rithm to do the routing and spectrum assignment, and find the
appropriate degradation factors.

IV. AN ILP FORMULATION

In this section, we formulate an ILP model to solve the
problem. Here, we assume that the possible degradation factors
are 0% to 100% with a step size of 10%. The parameters are
presented as follows:

• L′: the set of recoverable lightpaths
• L∗: the set of unaffected lightpaths that lie outside the

mitigation zone
• Jl : the path index of LP l before the disaster happens
• F: Set of FSs on a fiber
• K: number of candidate paths for a lightpath
• Dl : the original date rate of LP l
• α

k ,d
l : number of required FSs for LP l when it is assigned

with the candidate path k and degradation factor 10 × d%.
The highest possible modulation format is used. These
values are generated offline.

The variables are as follows:
• βsl : Boolean variable that equals 1 if FS index s is used

in the recovered or re-assigned LP l, and 0 otherwise
• J k

l : Boolean variable that equals 1 if LP l is recovered
or re-assigned with candidate path k, and 0 otherwise

• Al : Boolean variable that equals 1 if LP l is recovered
or re-assigned, and 0 otherwise

• θdl : Boolean variable that equals 1 if LP l is recovered
or re-assigned with 10 × d% degradation factor, and 0
otherwise

• I
k ,d
l : Boolean variable that equals 1 if LP l is recov-

ered or re-assigned with candidate path k and degradation
factor 10 × d%, and 0 otherwise

• f ls : the start FS index of LP l after recovery
• f le : the end FS index of LP l after recovery

Objective: Minimize

∑

l∈L′
Dl × Pi

⎛

⎝
∑

d∈[0,9]
d/10× θdl

⎞

⎠+ (1− Al )×Dl . (6)

where Pi (.) is penalty function i.
The objective of the ILP is to minimize the total absolute

value of the penalty after recovery. The absolute value of the
penalty is the value of the penalty function times the total
revenue of the LP (in this work the revenue of LP equals to
LP’s date rate).

The constraints are as follows:
∑

k∈[1,K ]

J k
l = Al , ∀l ∈ L′. (7)
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Eq. (7) ensures that exactly one candidate path is selected
for recovery if the LP is not selected to be dropped. The
candidate paths are generated offline with a k-shortest-paths
algorithm.

∑

d∈[0,9]
θdl = Al , ∀l ∈ L′. (8)

Eq. (8) ensures that one degradation option is selected if
the LP is not selected to be dropped.

∑

s∈F
βsl = f le − f ls , ∀l ∈ L′. (9)

∑

d∈[0,9]

∑

k∈[1,K ]

I k ,dl × αk ,d
l = f le − f ls , ∀l ∈ L′. (10)

(|F | − s)× βsl ≥ 1− f ls , ∀s ∈ F , ∀l ∈ L′. (11)

s × βsl ≤ f le , ∀s ∈ F , ∀l ∈ L′. (12)

Eqs. (9) to (12) ensure that each LP is assigned enough
FSs with spectrum contiguity. In Eq. (11), |F | is the number of
slots on each fiber and s represents an arbitrary fixed frequency
slot.

k × J k
l = Jl , ∀l ∈ L∗. (13)

Eq. (13) ensures the paths of unaffected LPs that lie outside
the mitigation zone are the same as before the disaster.

∑

l∈L′
βsl ≤ 1, ∀e ∈ E , s ∈ F . (14)

Eq. (14) ensures that LPs do not share FSs on a link.

J k
l + θdl + Al ≥ 3× I

k ,d
l , ∀s ∈ F , ∀l ∈ L′, k = 1, 2, . . . ,K .

(15)

J k
l + θdl + Al ≤ I

k ,d
l + 3, ∀s ∈ F , ∀l ∈ L′, k = 1, 2, . . . ,K .

(16)

Eq. (15) and (16) ensure that I k ,dl equals 1 when J k
l , θdl and

Al are equal to 1.
While the ILP is useful for benchmarking on small problem

instances, it is time-prohibitive for realistic problem sizes.
Accordingly, we develop and present our heuristic algorithm
for disaster recovery next.

V. THE DRAMA+ ALGORITHM

In this section, the DRAMA+ algorithm is presented.
DRAMA+ first determines the recovery order of LPs, and
then proceeds to perform routing and spectrum assignment
(RSA) with degradation factor selection for each LP.

A. Order of Recovery

First, all the LPs except unrecoverable ones are sorted in
terms of Initial Penalty (IP) in non-increasing order. The IP
is defined as the penalty of a one-FS degradation if the LP
is routed on the potential path. If the LP is inside the mitiga-
tion zone or affected by the disaster, the potential path is the
shortest-longest-segment-path among the K shortest paths. The
shortest-longest-segment-path is obtained by looking at the
longest segment (subpath between 3R-regenerators) on each

Fig. 3. An example to illustrate the potential path for IP calculation.

path and selecting the path with the shortest of these longest
segments. The reason why we use shortest-longest-segment-
path here is that, the modulation of a LP is determined by the
longest transparent transmission segment. The path with the
shortest-longest segment has the highest modulation format.

If the LP is outside the mitigation zone and not affected by
the disaster, the potential path is the same as the original path
before the disaster, since the route cannot be changed in this
case based on our assumption. We emphasize that the potential
path is only used to calculate the value of IP and it may not
be the final routing of the LP.

An example for calculating the IP is shown in Fig. 3.
Suppose there are 5 nodes in the network with two 3R-
regenerators at nodes C and E. Suppose there is a LP from
A to D and the original path is A-D, which is failed due
to the disaster. There are three possible recovery paths here:
A-B-C-D, A-B-D and A-E-D. Path A-B-C-D is cut into two
segments (A-B-C and C-D) by the 3R-regenerator at node C.
Thus the physical length of the longest segment of this path is
300 (A-B-C, 200 + 100 = 300). For path A-B-D, there is no
3R-regenerator, so the longest segment is the entire path and
the physical length is 500. For the path A-E-D, the physical
length of the longest segment is 350. Therefore, path A-B-
C-D will be selected as the recovery path because it has the
shortest-longest segment.

After the path is selected, the modulation format is deter-
mined by the physical length of the longest segment on this
path. In this example, suppose the original data rate of the
LP is 400 Gbps and 16QAM (each FS supports 50 Gbps for
16QAM) is selected as the modulation, then the number of
FSs in the no-degradation case is 8. Therefore, the penalty of
a one-slot degradation is the absolute penalty when the LP is
recovered with 7 FSs. If this LP is inside the mitigation zone,
then the degradation factor is 0.125 and P1(0.125) = 0.052.
The IP of this LP is 400 × 0.052 = 20.8. If the LP is out-
side the mitigation zone and affected by the disaster, then the
IP is calculated with one of the penalty functions P2(.) to
P5(.). The reason behind sorting LPs in non-increasing order
of IP is that LPs with large IPs will incur a higher penalty
if they are not recovered, which is more likely to happen for
LPs recovered down the order because resources have been
already assigned to LPs up the order.

B. Recovery Algorithm

We now describe the recovery algorithm. The pseudocode
of DRAMA+ is shown in Algorithm 1.
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Algorithm 1 DRAMA+ Algorithm

Input: G(N, E), L, D(Cd ,Rd ), M (Cm ,Rm )
Output: Recovery of network
1: Initialize an empty LP set L′
2: for each l ∈ L do
3: if l ∈ D (i.e., l is unrecoverable) then
4: Release the spectrum of l
5: else
6: add l to L′
7: end if
8: end for
9: Sort all l ∈ L′ in terms of IP in non-increasing order

10: for Each LP l(s , d ,w) ∈ L′ do
11: if l ∈ M or l is affected by disaster then
12: Calculate a new path for l by CR algorithm
13: else
14: Maintain the original path
15: end if
16: Determine the modulation format and number of FSs
17: for Each possible degradation option do
18: Calculate PP = CP + FP
19: end for
20: Select the degradation option that has the lowest PP
21: Assign l with selected path (segments) and spectrum

with First Fit with selected degradation; block l if FSs
not available

22: end for

In lines 1-8, the spectrum that was assigned to unrecoverable
LPs is released, and the recoverable LPs are added to set L′.
In line 9, LPs in L′ are sorted in terms of IP in non-increasing
order.

From lines 10 to 22, for each LP in L′, we do RSA with
the selection of degradation. The route of the LP is deter-
mined from lines 11 to 15. If the LP is affected by the disaster
and outside the mitigation zone, the original path before the
disaster is used without re-routing. In line 12, for a LP that
is affected or inside the mitigation zone, we use an updated
version of the Cost-Routing algorithm (CR) proposed in our
previous paper [7] for the route. The current CR algorithm is
proposed with dynamic spectrum consideration, whereas the
algorithm in [7] is a static algorithm and cannot make routing
decision based on different spectrum assignments. In the CR
algorithm, we use the K shortest paths as the candidate paths
and select the path with the lowest cost, where the cost of a
path is defined as follows:

Cost = H ×M × νbd
νls

, (17)

where H denotes the number of hops and M denotes the mod-
ulation factor of the path. The modulation factor is determined
by the longest segment of the path and the highest possible
modulation format is selected. For BPSK, QPSK, 8QAM and
16QAM, the corresponding spectrum efficiencies are 1, 2, 3
and 4 × 12.5Gbps/Hz; Therefore we choose the correspond-
ing modulation factor as 1, 0.5, 0.34 and 0.25, respectively.
νbd denotes the number of FSs needed without degradation,

Fig. 4. An example of longest-spectrum segment.

which is determined by the data rate and modulation format.
νls denotes the longest-spectrum segment of the path in terms
of FSs. An example of the calculation of νls is shown in Fig. 4.

Consider the path A-B-C-D in the example in Fig. 3. The
spectrum usage is shown in Fig. 4. Based on spectrum conti-
nuity and spectrum contiguity, there are 3 available spectrum
segments on fiber A-B and B-C (marked in red). On link C-
D, there are two spectrum segments (marked in blue). Since
the 3R-regenerator is able to realize spectrum conversion, the
longest-spectrum segment of this path is 4 slots. The longest-
spectrum segment indicates the number of slots in the largest
contiguous set of FSs that can be carried on this path. The
variable νls is used in the CR algorithm for the purpose of
load balance. The value of νls is lower if more FSs on this
path are used, which causes the cost to be higher. If νls = 0,
then we set the cost of the path to ∞. If the cost of all the
paths is ∞, the LP is blocked.

From lines 16 to 20, the appropriate degradation factor is
selected. After the path is selected, the modulation format is
determined by the physical length of the longest segment, and
the number of FSs needed without service degradation is cal-
culated. For each candidate degradation option, we calculate
the Potential Penalty (PP), which is defined as the sum of the
Current Penalty (CP) and Future Penalty (FP), as explained
below. The candidate option with the lowest PP is selected for
the LP. For instance, suppose there is a 100 Gbps LP assigned
with QPSK; the number of slots needed without degradation
is 4. Then, we calculate the PP for 5 degradation options (0
to 4 slots, respectively) and select the lowest case. It is pos-
sible that the number of slots needed without degradation is
4 but the longest-spectrum segment on this path is 2. In this
scenario, the degradation is selected from 3 options (0 to 2
slots).

When an LP is considered for degradation, spectrum can be
saved with a high degradation factor; however, the current LP
will be charged with a larger penalty. Therefore, balancing the
tradeoff between current penalty and future spectrum saving or
future penalty is necessary. CP and FP are defined as follows.

CP is calculated based on the current degradation option
with the penalty function. For instance, if a lightpath
(400Gbps, 16QAM, 8 slots without degradation, same as the
example in Fig. 3), inside the mitigation zone is assigned with
7 slots, then the CP is 20.8.

FP is calculated based on the consequence if the LP is
assigned with a degradation option:

FP =
ν′
νls

× λ, (18)
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Fig. 5. 7-node small network.

Fig. 6. 14-node NSF network. D1 and D2 are two disaster zones, and green
circles are 3R-regenerator locations.

where ν′ is the number of slots needed for the degrada-
tion option, and νls is the longest-spectrum segment (as in
Eq. (17)). λ represents the remaining data rate on the path of
the current LP, which is equal to the number of available slots
times the data rate per FS of the highest possible modulation
format on the path. λ is used to evaluate the loss of spec-
trum of the current assignment and degradation, which can
be used by future LPs. ν′/νls is used to evaluate the cost of
fragmentation.

Finally, in line 21, the LP is assigned with selected path and
degradation with first fit (FF) spectrum assignment. The time
complexity of routing part is O(K · |N | · |F |), as the number
of hops in a path is O(|N |). For the degradation selection
part, the time complexity is O(|N | · |F |). Therefore, for the
recovery or reassignment of each LP, the time complexity of
DRAMA+ is O(K · |N | · |F |).

VI. SIMULATION RESULTS

A. Simulation Setting

We now present performance results for both ILP and
DRAMA+. A small network (SN) with 7 nodes and 13 links,
shown in Fig. 5, is used for ILP testing. The link lengths in
kilometers are shown next to the links. The number of FSs
available on each fiber is assumed to be 100.

The network topologies used for evaluating DRAMA+ are
the NSF network (14 nodes and 22 links, shown in Fig. 6)
and the COST239 network (11 nodes and 26 links, shown in
Fig. 7). The number of FSs available on each fiber is assumed
to be 352.

Four different given disasters are tested, besides random dis-
aster scenarios. The given disasters are shown as red circles in
Figs. 5, 6, and 7. These given disasters are representative of
disasters at the center of the network (D0 and D1), and near the
edge of the network (D2 and D3), and our aim is to evaluate

Fig. 7. 11-node COST239 network. D3 is a disaster zone, and green circles
are 3R-regenerator locations.

TABLE I
REQUIRED FSS AND DISTANCE LIMITATIONS [3]

the performance for these special cases which cause differ-
ent levels of bottlenecks. We assume that all the nodes and
links inside the disaster zone are disabled by the disaster. For
instance, for disaster zone D1, node 7 and links 1-8, 5-7, 7-8,
and 4-11 are disabled. A set of unidirectional LPs is generated
before the disaster happens. The source node and destina-
tion node are uniformly randomly selected. The required data
rate of the traffic is generated from the following distribution:
40 Gbps, 100 Gbps, and 400 Gbps with probability 0.2, 0.5,
and 0.3, respectively. We assume that four modulation formats
are used: 16-QAM, 8-QAM, QPSK, and BPSK. The transpar-
ent physical distance limitations are shown in parentheses in
Table I for each modulation format.2 The number of required
FSs without degradation is determined by its data rate and
selected modulation format. The number of FSs correspond-
ing to different data rates and different modulation formats are
also shown in Table I.

The required numbers of FSs of a lightpath for a given
modulation format is calculated as follows:

F =

⌈
w

ηm

⌉
(19)

where w is the data rate of the lightpath, ηm is the spectrum
efficiency of modulation format m (defined as data rate per FS,
shown in Table I after each modulation format) used for the
lightpath. In DRAMA+ simulation, 1000 LPs are generated
before the disaster happens, whereas 200 LPs are generated for
the ILP. These LPs are assigned the shortest-longest-segment
path among K-shortest paths (K = 5) and spectrum using FF
assignment. An LP is not established if the selected path does
not have available slots.

We assume that the locations of 3R-regenerators are given
in the translucent network. In the 7-node SN, we assume that a

2We assume that there is no physical distance limitation for BPSK.
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3R-regenerator is placed at node 2. For the two large networks,
all the nodes in the network are sorted using the betweenness
Centrality (BC), which is defined as follows:

BCi =
2

(n − 1)(n − 2)
×

∑

s �=i �=d

σsd (i)

σsd
(20)

where BCi is the betweenness centrality of node i, n is the
total number of nodes in the network, σsd (i) is the num-
ber of the shortest paths (in number of hops) from s to d
that cross node i, σsd is the number of shortest paths from
s to d (shortest paths have the same number of hops). In
NSF network and COST network, we assume that there are
three 3R-regenerators placed on the nodes that have the high-
est BC (BC-based placement). BC represents the degree of
interaction between a node and other nodes so we use BC
to place the 3R-regenerators. This test setting is designed to
show the performance of the proposed algorithm when the
3R-regenerators are placed at good locations, though we have
to emphasize that optimizing 3R-regenerator locations is not a
goal of this paper. 3R-regenerator node locations are shown in
green in Fig. 5, Fig. 6, and Fig. 7. We also test the performance
for random 3R-regenerator placement (RP), where three 3R-
regenerators are uniformly randomly placed. In the ILP testing,
we assume that there is one 3R-regenerator placed at node 2
in SN.

In the simulation, for the BC-based 3R-regenerator place-
ment, 50 different LP sets are generated for each experiment,
and 95% confidence intervals are plotted. For RP, 10 different
placements are randomly generated, and for each placement,
10 different LP sets are generated. The average over these
100 different placement-LP set pairs is plotted with 95% con-
fidence interval. In ILP, 10 different LP sets are used for
testing.

We compare the ILP and DRAMA+ with the following
baseline cases:

• DRAMA+ algorithm with no degradation
(DRAMA+ND). During the recovery, the lightpaths are
routed using the path selection part in DRAMA+, while
the degradation is set as no degradation without the
calculations of current penalty and future penalty. This
baseline algorithm is designed to show the effectiveness
of the degradation selection in DRAMA+.

• DRAMA+ with shortest-longest-segment path
(DRAMA+SLS). During the recovery, the light-
paths are routed by the shortest-longest-segment path
among the K shortest paths in the damaged network,
while the degradation is determined by the degradation
selection part in DRAMA+ algorithm. This baseline
algorithm is designed to show the effectiveness of CR
path selection in DRAMA+.

• Shortest path and first fit (SPFF). The lightpath is recov-
ered by using the shortest path (in number of hops) and
FF spectrum assignment without degradation.

The performance of ILP and heuristic algorithms are eval-
uated in terms of total penalty and blocking ratio. The total
penalty is the sum of penalties charged to all the recoverable

Fig. 8. Total penalty of recovery in SN.

Fig. 9. Blocking performance of recovery in SN.

LPs due to degradation or blocking. In the total penalty eval-
uation of the heuristic algorithms, we also show the penalty
before any recovery is initiated to help understand the bene-
fits of recovery by the various algorithms in terms of reducing
the penalty. The penalty before recovery is shown as a dashed
line named BeforeRecovery. The blocking ratio is defined as
the number of blocked recoverable LPs to the total number of
recoverable LPs.

B. ILP

Here we compare the results of ILP and DRAMA+ for SN
for different mitigation zones. The penalty function P1 is used
for LPs inside the mitigation zone and the penalty function P2

is used for LPs outside the mitigation zone.
As Figs. 8 and 9 show, the ILP produces the lowest penalty,

but the performance of DRAMA+ is significantly better than
the baseline algorithms. Both the total penalty of recovery
and blocking ratio decrease as the mitigation zone increases,
indicating that the flexibility of allowing degraded service
recovery is helpful in improving the performance. The penalty
of DRAMA+ is reduced by up to 50% over SPFF, while
the penalty of ILP is up to 45% lower compared to that of
DRAMA+. We can see that DRAMA-ND and SPFF have
higher blocking ratios, because routing plays a more impor-
tant role when the network is small. The modulation formats
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Fig. 10. Performance results for NSF network with BC-based 3R-regenerator placement for disaster zone D1.

can be easily changed if the LP can be routed across 3R-
regenerators since the physical length of the longest segment
can be vastly decreased when the number of hops is small.

C. DRAMA+

In the simulations, four different penalty function pairs are
used. For the LPs inside the mitigation zone, the penalty func-
tion P1 is always used, while penalty functions P2, P3, P4 and
P5 are separately used for the LPs outside the mitigation zone.
The performance of DRAMA+ for BC-based 3R-regenerator
placement are shown in Figs. 10 to 13 for disaster zones D1,
D2, and D3.

As we can see from Fig. 10(a) to 10(d), DRAMA+ is bet-
ter than all the baseline algorithms in terms of total penalty.
Further, the total penalty for DRAMA+ decreases as the mit-
igation zone expands, which shows that DRAMA+ can take
advantage of the additional flexibility due to a larger mitigation
zone. For example, when the size of the mitigation zone (char-
acterized by the difference in radius between the disaster and
mitigation zone circles) is 2000 km, we see that the penalty
of DRAMA+ is reduced by 59%, 63%, 62% and 59% over
SPFF for the four different penalty functions outside the miti-
gation zone, respectively. We also observe that DRAMA+ND
and DRAMA+SLS are better than SPFF. When the size of the
mitigation zone is 2000 km and penalty functions P1 and P2

are used, the penalties of DRAMA+ND and DRAMA+SLS
are reduced by 43% and 14% respectively. This observation
shows that DRAMA+ can provide a better recovery than
SPFF even when only one of path selection or degradation
selection is used. In this case (2000 km mitigation zone with
P1 and P2), we also see that DRAMA+, DRAMA+ND and
DRAMA+SLS reduce the penalty from BeforeRecovery by
65%, 52%, and 27%, respectively.

The blocking ratio for disaster zone D1 in the NSF network
is shown in Fig. 10(e) to 10(h). Even though the objective
of DRAMA+ is to minimize the total penalty, we see that
it performs the best in terms of blocking ratio as well. We
also note that the blocking ratio generally decreases with the

increase of the mitigation zone size for DRAMA+, which
means the flexibility gained from mitigation zone is fully
utilized during recovery. Interestingly, the penalties of base-
line algorithms increase as the size of the mitigation zone
increases. This suggests that even though the larger mitigation
zone provides a higher flexibility during recovery, the risk and
cost of inappropriate LP re-assignment is also higher. During
the re-assignment, if the degree of degradation is relatively
high, even if we are saving spectrum, the penalty could be
higher because of this high degradation. Meanwhile, if the
degree of degradation is low, the penalty could also be high
because of high blocking ratio of other connections. Therefore,
using a judicious strategy to take advantage of this flexibility
is necessary.

In Fig. 11, we show the blocking ratios of DRAMA+ in
detail for disaster zone D1 with the four penalty function pairs.
DRAMA+iM and DRAMA+oM are the blocking ratios of
the recoverable LPs inside and outside the mitigation zone,
respectively. DRAMA+oMU is the blocking ratio of LPs out-
side the mitigation zone that are not affected by the disaster.
We can see that when the size of mitigation zone is large, the
blocking ratios of LPs outside the mitigation zone are lower
then the blocking ratios of LPs inside the mitigation zone, and
the blocking ratios of unaffected LPs outside the mitigation
zone are much lower and even drop to 0. This result satisfies
the motivation for DRAMA+, i.e., traffic far away from the
disaster is less affected.

In NSF network, for disaster zone D2 with BC-based 3R-
regenerator placement, the performance of DRAMA+ is again
better than baseline algorithms (shown in Fig. 12). As we can
see, DRAMA+ is able to provide a better recovery for every
penalty function pair case. For example, when the size of mit-
igation zone is 3400 km, the penalty of DRAMA+ is reduced
by 37%, 30%, 25% and 39% over SPFF, and 44%, 50%, 48%
and 53% over BeforeRecovery for the four pairs of penalty
functions, respectively.

We also note that DRAMA+ND is better than
DRAMA+SLS for disaster zone D1, whereas the penalty of
DRAMA+SLS is lower than DRAMA+ND in disaster zone
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Fig. 11. Breakdown of blocking ratios for LPs in NSF network for disaster zone D1 with various penalty function pairs: (a) P1-P2, (b) P1-P3, (c) P1-P4,
(d) P1-P5.

Fig. 12. Performance results for NSF network with BC-based 3R-regenerator placement for disaster zone D2.

Fig. 13. Performance results for translucent COST239 network with BC-based 3R-regenerator placement for disaster zone D3.

D2 case. The reason is that for disaster zone D1, the damaged
part of the network creates a bottleneck around node 7, which
leads to fewer options for path selection during recovery,
especially for many LPs routed from one side of the network
to the other before the disaster happens (e.g.,. from node 1 to
13 or from node 12 to 3). If the bottleneck problem created
by the disaster is not so severe (such as for disaster zone

D2, DRAMA+SLS is better than DRAMA+ND, as shown
in Fig. 12. In both cases, DRAMA+ is better then all the
baseline algorithms.

In COST239 network, for disaster zone D3 with BC-based
3R-regenerator placement, the total penalty of DRAMA+ is
much lower than baseline algorithms (shown in Fig. 13).
When the size of mitigation zone is 850 km, the penalty of
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Fig. 14. Performance results for NSF network with random 3R-regenerator placement for disaster zone D1.

Fig. 15. Performance results for NSF network with BC-based 3R-regenerator placement when the disasters are randomly selected.

DRAMA+ is reduced by 56%, 58%, 50% and 50% over SPFF
for the four different pairs of penalty functions, respectively.
The blocking ratios of DRAMA+ are also much lower than
those of baseline algorithms. Especially in large mitigation
zone cases, the blocking ratios of DRAMA+ are very close to
0. Moreover, because of the smaller physical size of COST239,
it is easier to recover traffic in this network, which means
higher level modulations and fewer FSs are used for the LPs.
Therefore, more LPs can be assigned to the COST239 before
disaster happens and more LPs are affected after disaster.
Therefore the penalty without recovery (BeforeRecovery) is
very high. This is the reason why the gap between DRAMA+
and BeforeRecovery is much larger compared to cases in the
NSF network. We can see that when the size of the mitigation
zone is 850 km, the total penalty of DRAMA+ is reduced by
89%, 88%, 91%, and 88% over BeforeRecovery with the four
penalty functions pairs.

We see from Fig. 14 that DRAMA+ also outperforms base-
line algorithms when the 3R-regenerators are placed randomly
in the NSF network. These results show that DRAMA+ is

able to effectively recover the LPs by considering the loca-
tions of the 3R-regenerators. Comparing the performance for
the two different 3R-regenerator placement schemes, when
the size of the mitigation zone is 2000 km, the penalty of
DRAMA+ with BC-based 3R-regenerator placement (shown
in Fig. 10) is reduced by 40%, 43%, 43%, and 42% over
DRAMA+ with random 3R-regenerator placement for the four
different pairs of penalty functions, respectively. Also, the
penalty of DRAMA+ is reduced by 44%, 42%, 44%, and 45%
over BeforeRecovery for the four different pairs of penalty
functions.

While the previous results showed the recovery performance
of DRAMA+ in specific disaster scenarios, we now present
results for random disasters in Fig. 15. Here, the centers of
disasters are uniformly randomly selected from all the nodes,
while the sizes of the disasters are uniformly distributed in the
range [100, 400] km. 10 different disasters are generated and
10 different LP sets (1000 LPs in each set) are used for each
disaster. We can see that DRAMA+ has a better performance
in both total penalty and blocking ratio. For example, when the
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size of mitigation zone is 3400 km, the penalty of DRAMA+
is reduced by 47%, 44%, 32%, and 44% over SFPP, and 64%,
60%, 63%, and 68% over BeforeRecovery for the four penalty
function pairs, respectively.

VII. CONCLUSION

Disaster management is an important issue in elastic opti-
cal networks. The recovery performance can be enhanced by
allowing the network to recover services at a degraded level
as opposed to a fully-recover-or-drop approach. In this paper,
we proposed the concept of mitigation zone to provide the
network operator flexibility in re-assigning network resources,
and formulated the recovery problem as one of minimizing the
penalty due to dropped or degraded lightpaths. An ILP was
formulated and a heuristic algorithm called DRAMA+ was
developed. We compared the performance of DRAMA+ with
several baseline algorithms. The results show that DRAMA+
performs better in terms of total penalty and blocking ratio in
several scenarios.
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